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Abstract
A method is presented to measure the readability of Japanese text using leveled corpora.
Two sets of leveled corpora were constructed for this purpose: one was used as model
data to devise a readability measurement formula, and the other as test data to check the
validity and reliability of the formula. First, a six-level model corpora was built using
text extracted from Japanese textbooks and Japanese Diet meeting transcripts. We
examined these corpora both manually and statistically. Then a multiple regression
analysis on the results of these examinations was carried out. Among the five models
produced, the best model was selected and used to construct a readability formula. The
formula was tested using the other set of leveled corpora built from 25 years of reading
passages of the Japanese-Language Proficiency Test (JLPT), and its reliability was
confirmed. A web-based system was also developed using the formula to aid teachers of
Japanese in preparing reading materials that match student levels. The system also has
many reading-related functionalities that make it helpful to teachers and learners,
making the present research widely accessible to a broad range of people involved in

teaching, learning, and studying Japanese.

1. Background and purpose

Text readability studies aim to devise methods to measure reading difficulty in natural
language text. The research in this field has developed systematic procedures that rank
the level of a given text based on various indices such as the mean number of words per
sentence. There is a long tradition of such attempts for text written in English, and a
number of methods and formulas have been proposed (e.g., Flesch 1948; Smith and
Kinkaid 1970). In recent years, readability studies have also been actively pursued to
measure text in Japanese (e.g., Sakamoto 1964; Tateishi et al. 1988; Shibasaki and Hara

2010; Sakai 2011; Sato 2011). Moreover, several web-based systems targeted at



Japanese native speakers have been developed utilizing various methods and formulas'.

No matter what the target language, in virtually all the studies in text readability
measurements have been done with the following two points in mind: 1) What are the
essential factors that determine the level of the text? 2) How is it possible to formalize
the relationship among various factors and produce a readability formula? As to
question 1, the factors need to be broadly divided to two types. On the one hand, there
are macro factors such as topics and coherence. On the other hand, there are micro
factors such as levels of vocabulary items, degrees of complexity of grammatical
structures, and length of words and sentences. Focused primarily on the factors of the
latter type, Shibasaki and Hara (2010), produced a readability formula for Japanese text
through a linear regression analysis utilizing indices such as the proportion of hiragana
characters in text, the mean number of predicates per sentence, the mean number of
characters per sentence, and the mean number of bunsetsu boundaries® per sentence. As
to question 2 above, many previous research projects adopted statistical methods, such
as principal component analysis and regression analysis, applying them to Japanese text
data that are formatted in specific ways.

The research presented in this paper aims at advancing text readability studies for
the Japanese language and devises a practical and useful system that contributes to
Japanese language teaching, learning, and research. More specifically, utilizing leveled
corpora mainly consisting of text from Japanese textbooks’, we produced the following
formula to measure the readability level of a given text in a six-level scale: X = {mean
length of sentence * -0.056} + {proportion of kango * -0.126} + {proportion of wago *
-0.042} + {proportion of number of verbs among all words * -0.145} + {proportion of
number of auxiliary verbs * -0.044} + 11.724 (R*=.896). The formula was tested against

another set of leveled text in Japanese to prove its reliability”. Lastly, the method was

" Sato (2011) and Shibasaki and Hara (2010) have made their online systems available at the
following websites:

Sato (2011): http://kotoba.nuee.nagoya-u.ac.jp/sc/readability/index.html

Shibasaki and Hara (2010): http://readability.nagaokaut.ac.jp/readability

> A bunsetsu is a unit of text in Japanese that is comprised of a content word plus optional
function words that immediately follow it (Zhang and Ozeki 1988).

* In the present paper “Japanese textbooks™ refer to “textbooks used for teaching Japanese to
non-native learners”.

* A kango is a Japanese word of Chinese-origin and thus is typically written in kanji characters,
whereas a wago is a Japanese word that is neither brought nor derived from words in a foreign



implemented in a computer system that calculates and produces the estimated level of a
text via a web-based online interface.

It should be noted that the project presented in this paper is original in several ways.
Firstly, the readability formula we built is especially intended for learners of Japanese
as a foreign language while many existing formulas such as those by Shibasaki and
Hara (2010) and Sato (2011) are rather for native readers of Japanese. Secondly, our
online implementation offers new functionalities which are not available in existing

systems for reading support. These points are explicated in the following sections.

2. Data and methods

2.1 Overview

Two different sets of data were prepared for our research: model data and test data. The
former consists of two types of text: one is text from 83 Japanese textbooks, ranging
from introductory to advanced, and the other comprised of text from National Diet
meeting transcripts, chosen according to criteria explained in 2.2. From this basic data,
we created corpora of six different levels. The readability measurement formula was
produced by analyzing these leveled corpora. The latter dataset, the one for testing the
formula, consists of text from 25 years of the Japanese-Language Proficiency Test
(JLPT).

The leveled corpora for analysis were created from the original data in the following
way. First, all the text was split into separate files of roughly the same size (around
1,000 characters). Second, each of the files were manually examined and then analyzed
computationally and this enabled us to obtain corpora of six different levels. Then, the
component text files in each of these leveled corpora were further analyzed using
natural-language processing (NLP) tools, and various text features such as frequency of
words of different categories and different parts-of-speech were obtained. Using these
numerical data as input values, a multiple linear regression analysis was conducted and,
as a result, our readability measurement formula was finally obtained. The formula was
then tested against the second dataset built from JLPT, and its effectiveness was verified.

The whole process is schematically summarized in Figure 1.

language. A wago is typically written in hiragana or kanji characters in contemporary Japanese.
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Figure 1. Data and procedures

2.2 Creating leveled corpora

The six scale levels we utilized throughout the research correspond to
lower-elementary,  upper-elementary,  lower-intermediate,  upper-intermediate,
lower-advanced, and upper-advanced. The model corpora of the first five levels were
created using text in Japanese textbooks, and that of the most advanced level was
created from the text of National Diet meeting transcripts, which were included in the
Balanced Corpus of Contemporary Written Japanese (BCCWIJ)’. The total number of

words in the leveled corpora is 595,360. Table 1 shows its breakdown®.

Table 1. Basic statistics of the leveled corpora

Lower-elem. | Upper-elem. Lower-int. Upper-int. Lower-adv. Upper-adv.
(133) (117) (148) (286) (117) (194)
Word types 3,178 2,858 5,156 10,291 6,833 4,712
Word tokens 72,691 68,746 87,433 174,953 69,268 122,269

*Numbers inside parentheses represent the number of text passages included

The actual procedure for grouping the original data into these levels was comprised
of three steps. First, the first author of the present paper checked the general design
(such as purpose, contents, and featured study items) of each of the textbooks in the
original dataset, and categorized them into the five levels from lower-elementary to

lower-advanced. Second, we asked three practicing teachers of Japanese to manually

> http://pj.ninjal.ac jp/corpus_center/bcewi/en/

One may expect vocabulary variation (number of word types) to increase as the level of
difficulty increases. In Table 1, however, there are less word types in the upper-advanced corpus
(Diet transcripts) than in the lower-advanced (textbooks) even though it is larger than the
lower-advanced corpus. This is probably due to the fact that Diet transcripts repeatedly deal
with a rather limited set of topics. Another possibility is that sentences in the Diet transcripts
tend to be composed by combining two or more clauses with conjunctions, and as a result they
contain relatively larger number of functional words than sentences of other types of text.



examine text passages thus categorized and choose only those that they thought truly
matched the given level. Finally, the results were further verified using the statistical

method of discriminant analysis.

2.2.1 Choice of data and data size

There are two supplementary comments on the basic statistics of the leveled corpora
presented in Table 1. The first is about the choice of the original data, and the second is
about the data size.

The decision to use Japanese textbooks to construct a corpus for each of the five
levels from lower-elementary to lower-advanced was motivated by the following facts.
In text readability studies, it is required that the model data be already given a clear
indication of its level so that a formula can be drawn by analyzing it. Thus, it has been
traditionally the case that readability research uses language textbooks. The reasoning
behind this is obvious: textbooks are written according to the assumed levels of the
readers who use them. The vocabulary, idioms, structures, and types of logic used in
textbooks of different grades are, in general, fairly controlled. We find this
characteristic of language textbooks ideal for our purpose. In fact, however, there are
some researchers who see language in textbooks as unnatural, or at least somehow
different from language observed elsewhere. This is actually a matter of degree and the
same can be said about written language of any kind. We concluded that the benefit of
using textbooks exceeded the possible drawbacks.

We used National Diet meeting transcripts for our highest-level corpus based on the
following four motivations. First, these are transcripts of genuine utterances, and are not
data that have been artificially created. This results in a variety of styles in the data,
which is often considered characteristic of a highly advanced set of linguistic data.
Second, this approach provided a sufficient amount of text. As shown in Table 1, the
number of words for this level is comparable to those of other levels, even if not
necessarily exceeding them. Third, the sentences used are relatively long, which is
broadly considered a condition for text to be considered advanced. Finally, the fourth
reason was that the data contained utterances dealing with abstract concepts and ideas.
For these reasons, and also taking into consideration the facts observed in text of
different registers by Lee (2011), we made a decision to exclusively use National Diet

meeting transcripts to compile the corpus associated with our upper-advanced level. Lee



(2011) carried out a close examination of the text in National Diet meeting transcripts
and showed that it should be placed well beyond the level of text used for JLPT L1 tests
(highest-level).

Another point that needs a comment is that the data size of the five corpora from
lower-elementary to lower-advanced is not balanced, as is apparent in Table 1. This is
due to the fact, firstly, that there is a relatively larger number of available titles of
textbooks at the intermediate level. Secondly, elementary level textbooks contain
shorter sentences and they accordingly have less words. A third reason is that there are
only a limited number of available titles for advanced learners. Thus the data size of the
corpora at different levels is different. Still, each corpus has a fairly large amount of text,

and the effect of size difference among corpora was considered very small, if any.

2.2.2 Rationale for six levels

So far we have not presented a sufficient explanation about why all the texts were
split into files of about 1,000 characters and why we adopted the six level-scale in the
first place.

The reason behind creating text files of roughly the same size had much to do with
the fact that in text readability studies, various indices regarding “length” observed in
text have much to do with the level of the text. Such indices include the mean length of
sentences, the mean length of words, and the total number of words in a text. It is
essential for text readability research to make certain that such indices are retrieved as
accurately and efficiently as possible.” Thus, standardizing the text size is a prerequisite
to obtaining characteristics regarding readability. The choice of 1,000 for the number of
words contained in one text file is, however, rather arbitrary. It is not necessarily based
on a specific scientific fact. Rather, it is motivated by a situation where in many courses
of the Japanese language for non-native speakers, text of about 1,000 characters is
typically preferred because this fits well with the length of one class meeting.

We categorized the model text files into six levels. It would have been possible for us

to choose two or three category levels instead, as many textbooks are just leveled as

7 As is pointed out by some of the pioneers of the field such as Flesch (1948), Sakamoto (1964),
and Smith and Kincaid (1970), the larger the length of the sequence gets, whether it is of a
sentence or a word, the heavier the burden on working memory. The readability of text is
roughly in negative correlation with the mean size of various textual elements.
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“elementary,” “intermediate,” and “advanced,” but we did not for a couple of reasons.
Firstly, a textbook teaching Japanese often contains materials of different levels; the
level of the very first chapter in the book can be largely different from that of the last
chapter of the same book. Actually, this is quite a natural phenomenon, as textbooks are
designed so that their users’ ability gradually increases as the pages proceed. This fact
urged us to break up one single textbook into parts and put them to different categories
according to specific content level. Secondly, the common practice of dividing
textbooks into “elementary,” “intermediate,” and “advanced” is not necessarily rigidly
standardized among publishers and authors. Some textbooks adopt a level system based
on the frequency of use of complex grammatical constructions, but others adopt a level
system based exclusively on the vocabulary items used. For these reasons, we devised a
six-level scale, which does not exclusively depend upon either grammatical or lexical
characteristics, nor take the risk of putting text into two or three coarsely-grained levels.

As a result of splitting the dataset into files of about 1,000 characters, we obtained
995 text files in Japanese. Their leveling was not, however, necessarily done by reading
text files and manually sifting them one-by-one. This would be not only time and
resource consuming, but also highly error-prone. Thus we devised a method of text
categorization that made use of both human graders and computational tools. First, the
textbook dataset was roughly sorted into five levels from lower-elementary to
lower-advanced by one of the authors of this paper (mainly according to the general
facts already known about the titles). Then we asked three teachers of Japanese who
have more than 10 years of teaching experience to examine all the files in each of the
leveled file pools that were created in the pre-categorization process and to pick out
exactly 30 files, for each of the five levels, that they thought contained text that
represented the level very well. Then we selected only 20 files that were chosen by
multiple graders for each level, creating a subset of the original dataset that was
comprised of five groups of 20 files, each of which is thought to be more or less
prototypical of the level. Furthermore, we carried out a discriminant analysis (described
in more detail in 3.1), using these core data as model, against the text files that had been
“filtered out” in the previous process, and finally obtained the leveled corpora of text,
each of which contained not only 20 files, but also files that supposedly have similar
textual characteristics to those of the core data. Table 2 shows the descriptions about the

assumed abilities of readers of each level given to the graders before they examined the



texts.

Table 2. Descriptions of reader reading abilities for six levels

Level Description

Upper-advanced The reader is able to fully understand highly technical writings. S/he has
no difficulty dealing with virtually any kind of text in Japanese.

Lower-advanced The reader is able to mostly understand technical writings. S/he can deal
with complex structures often observed in literary works.

Upper-intermediate | The reader is able to grasp the overall structure of technical writing. S/he
can deal with Japanese text found in most day-to-day situations without
much difficulty.

Lower-intermediate | The reader is able to read relatively simple writing and can deal with text
comprising multiple sentences.

Upper-elementary | The reader can understand basic vocabulary items and grammatical
patterns. S/he can deal with complex sentences of basic types such as
ones involving -te form.

Lower-elementary | The reader can understand the most fundamental Japanese expressions
used in simple sentences. S/he has difficulty in dealing with complex
sentences or sentences containing adnominal modifiers.

The following passages are samples of the core data collected as a result of the above
process for the five category levels from lower-elementary to lower advanced, and a
sample of text of the upper-advanced level, which is from National Diet meeting

transcripts.

1) Lower-elementary

BEENTETING, KCD%HEETET. HANTETIHLN S, BHABEFXMBELET. TH-TT
no, BEWELE. TARAZ—SVFREFELMI=TY. HEGFHHINTLE. bELES—AURTE
TY. HELEEEIAELNTT. JUSARBARENLALFTT. HELIEFHENTETY.

2) Upper-elementary

O LEERAICENFELGEVDELYTY. L& 30 BFETHELLZWLDLYTY. bi-LEXE
ANIDEVDHYTY. bEzLEFERTREIBEZZEHDLGVDOLYTY. hELEEIIELZLDBHY
TY. SEQEIE~NRYFEIN FL, END2HYTY. LA, JELHEVLDIYTY.




3) Lower-intermediate

BB 1 HIEBORICFELLBABREEZONTEFYET. £THITEFONTYT. HED 80 1
DHRERIZE, Y25 T—BRELRTILEZBY T, KREDERBEHRLUVERAN, £8T500 ALE
EFYFELR THZSFZBRY, FURELREY, ;EST>FYLT, ETHIZEPATLE.
HBLIOILYOFYFYFreaBEVELE. ThNLFELLRODEAENEEZTLE FLELE.

4) Upper-intermediate

WETWI U IA—L, UBA VL ETCEHEYRDIEELTOOTUELE. BARIE, 1950 F£HK%
ENDBREFOHRENSNVELSLL, HENEAEAEBML, BER-AH-YDOFBFLEA>TEFLE.
CORRZRICLT, FEEBMIEBONS O ANFELEL:. REOBAIERICHIGENESR, FEN
FRLTLWARATY. LDEDCHREEFISVSEEITESTHTLELIA.

5) Lower-advanced

TG ENEEMGIBFAERIYEEINIKELLY, BFEREZETEIETHAORE - 5
BEEDIMNALTWLD] TP, BEEMRTHERGK, EERXKERXRILIHMZEAL TEXERE®S
LTWBELHD] - BHOD, CAGEREBTIHMRARARCHEH LE-XEEA, ks
BEORA L FEIHMRABBICHLEATWSEERTXEL oz, A—FEDHLIHMREZOMRIEIAA
“+tH FEEDS - BEESROEAAERABRED/NRBERL EOBMET, LHBEKIZHE
TEHEAE HERMB) W53 ATERL, BHBRBRAELEAT-.

6) Upper-advanced

HOBOKXREIZKBTEHN, 1 SVICEHET 22— EOEERREREOBITEHRT 5120, Thiw
BELHBBEVWS ZETHNIE, EABELTIEINEZEREL, XFTH, 5052 ¢€8BLEDITT
CTVWELT, BAEELTREUDIFEEZHETREDOIZ LEETRTEFELET LENS T LIFHL
LFTHEYFETA. HRMDESY, EECIE—EDRBENCSVWELT, 41 FVENIEA T Hhig
NoBIBRTELSICEVNSICLEToLEEL LTROTE 2 ZHOIFTIENET. F50ofz2 &M
BRINZEHIBHEGEBLEWVS CETRXENMTHT 20THALIE, FThIEEHEL, ZXHETS, 25
WS ZEZBALMIZLIEENWS ZETIENET.

2.3 Selection of formula variables

In order to construct a formula to calculate the readability of Japanese text, our

model data needed to be first analyzed with NLP tools. Thus we analyzed our dataset
using the Japanese morphological analyzer MeCab 0.996 with UniDic 2.2.0.* Obtained

from this process were types of data such as: 1) mean length of sentence, 2)

¥ MeCab (http://taku910.github.io/mecab/) can be used with one of several available dictionary

packages, of which UniDic is one option (http://osdn.jp/projects/unidic/). UniDic is superior to
other dictionaries in that the format of its entry items is systematically standardized based on the
short-unit words (SUW) and it offers richer lexical information including that of word types

regarding etymological origins (wago, words of Japanese-origin; kango, words

Chinese-origin; or gairaigo, words of Western-origin). See Den (2009) for further details about

UniDic.



proportion of nouns, 3) proportion of auxiliary verbs, 4) proportion of verbs, 5)
proportion of subsidiary verbs, 6) proportion of adjectives, 7) proportion of wago words,
and 8) proportion of kango words. We selected these elements based on work by
Shibasaki and Hara (2010), as candidates for variables to be used in our formula.

In our selection of elements for use as variables, there were limitations that needed
to be considered. Firstly, since the resulting formula would be computationally
implemented in a web-based readability measurement system, only values that could be
immediately calculated were available to us. In reality, there could be numerous
variables that affect the readability of text. Theoretically, it is conceivable that there are
not only purely numerical ones such as the frequency of certain type of words, but also
those that represent more abstract aspects of text such as the overall cohesion, the
stylistic tone of the text, or even the size of font type and the color of printed text.
However, we had to exclude from our formula those types of information that are
difficult to obtain computationally, even though some might be effective in determining
the real readability of a text.

Secondly, although using an NLP dependency analysis tool could be helpful for
producing an accurate formula, it was not a realistic option. In fact, Shibasaki and Hara
(2010) used the results of dependency parsing in their model. Tools for dependency
parsing are currently available, including ones that were adopted by Shibasaki and Hara
(2010)°, however, they suffer from a problem of insufficient accuracy (more than 10
percent of text is analyzed incorrectly). Thus we decided not to use this type of
technology in constructing our formula and the web-based system we built based on the
formula.

Thirdly, we chose to use only variables that are proportional, instead of those that
are numerically absolute. The output of a formula that adopts the latter types of
variables would be much influenced by the size of the input text. This makes it difficult
to compare readability scores for text of different sizes. By using only proportional
frequencies instead, we can measure the readability of text of any size and we can make
sure that the resulting scores are comparable to each other.

The formula was constructed with linear regression analysis. Linear regression

analysis is a statistical method that has also been used in past readability studies (e.g.,

? Shibasaki and Hara (2010) used CaboCha, a Japanese dependency structure analyzer
(http://taku910.github.io/cabocha/).

10



Tateishi et al. 1988; Shibasaki and Hara 2010). It is helpful when explaining the
correlation among two ore more variables based on a linear model. We conducted

multiple linear regression analysis using IBM SPSS (ver. 22).

2.4 About test data

In addition to the leveled corpora based on the core dataset described above, we also
built a test corpus that comprises text files other than those contained in the latter to
confirm the validity and the reliability of the formula.

There is an important fact to note regarding the test data. The levels estimated about
input text using our formula do not necessarily have pre-existing external criteria to
satisfy. In fact, this is the case with virtually every attempt in text readability
measurement. Suppose, for instance, one desires to measure the readability of a
Japanese newspaper article by applying a readability formula to the text and obtains an
estimated level of upper-advanced. How do we verify that the result is correct, or reject
it as incorrect? As such, readability levels are inevitably subjective to some extent. Thus
the verification of the readability formula is not necessarily an easy task.

To minimize such concern and to also verify that the application of our formula was
as reliable and usable as possible, we constructed test corpora using text from reading
passages in JLPT from 1985 to 2008. The breakdown of the data is presented in Table
3.

Table 3. Test corpora

Level Number of words Mean number of words per sentence
L1 (78) 50,511 28.3
L2 (66) 42,586 24.5
L3 (17) 10,541 16.4
L4 (11) 6,242 10.9

* Numbers inside parentheses represent the number of text passages included
As in the case of the model data, the test data consisted of text files, each of which

contained around 1,000 characters. The L1 level (highest-level) corpus, had 50,511

words in total and was comprised of 78 files. The corpora of other levels were

11



constructed in the same fashion. Also, as in the case of the model data, the higher the
level, the more the number of words in the corpus. This is mainly because the JLPT
tests of more advanced levels have longer sentences than those of lower levels. This is
apparent from the mean number of words per sentence in each of the test corpora: 28.3
for L1, 24.5 for L2, 16.4 for L3, and 10.9 for L4.

The test was carried out by examining the degree of match between the test corpora

and the estimated levels obtained by applying the data in the test corpora to our formula.

3 Results and discussion

This section describes the procedures and results of the analysis in further detail. 3.1
presents a closer look at the way the leveled data of the model corpora were constructed.
Particularly, how the division of the corpora was drawn from the discriminant analysis
is explained. In 3.2, the results of the multiple linear regression analysis carried out to
construct the formula are expounded. And in 3.3, the results of the verification of the

formula using the test data are presented.

3.1 Results of the discriminant analysis: Constructing the leveled corpora

As briefly described already, we manually classified the original data and then
extracted 20 text files containing data that assumedly matched each of the six levels
from lower-elementary to upper-advanced. The resulting “core” data of 120 files were
utilized to classify the other 875 files, that is, the rest of the original dataset of 995 text
files, using discriminant analysis. As a result, for the lower-elementary level, 78 text
files were re-selected out of 113 files that had been rejected from the core data by the
manual examination by graders. Similarly, 37 files out of 97 files for upper-elementary,
58 files out of 128 files for lower-intermediate, 102 files out of 266 files for
upper-intermediate, 60 files out of 97 files for lower-advanced, and 152 files out of 174
files that had been once rejected by graders were re-selected for the respective levels as

presented in Table 4.

12



Table 4. Discriminant analysis results

Levels predicted by discriminatory analysis

Upper- Lower- Upper- Lower- Upper- Lower- Total
adv. adv. int. int. elem. elem.

Upper-adv. 152 14 8 0 0 0 174
Lower-adv. 6 60 24 7 0 0 97
Original Upper-int. 8 70 102 61 22 3 266
levels 1 1 ower-int. 0 4 39 58 21 6 128
Upper-elem. 0 1 14 28 37 17 97
Lower-elem. 0 0 0 7 28 78 113
Total 166 149 187 161 108 104 875

Finally, among the 995 text files contained in the original dataset, 607 were used to

construct the leveled corpora and the other 388 files were filtered out, as the latter files

were not grouped to levels either in the selection process by human graders or the

discriminatory analysis.

3.2 The readability formula

The readability formula was selected from five models generated as a result of

multiple linear regression analysis. Figures involved in the analysis are shown in Table

S.

13




Table 5. Multiple linear regression analysis results

Models Coefficient R’
Model 1 (Constant) 5.938
0.787
Mean length of sentence -0.099
Model 2 (Constant) 6.691
Mean length of sentence -0.082 0.839
Proportion of kango -0.073
Model 3 (Constant) 13.195
Mean length of sentence -0.063
0.878
Proportion of kango -0.153
Proportion of wago -0.086
Model 4  (Constant) 12.128
Mean length of sentence -0.057
Proportion of kango -0.142 0.893
Proportion of wago -0.061
Proportion of verbs -0.159
Model 5  (Constant) 11.724
Mean length of sentence -0.056
Proportion of kango -0.126
0.896
Proportion of wago -0.042
Proportion of verbs -0.145
Proportion of auxiliary verbs -0.044

Among the five models constructed by the multiple linear analysis in Table 5,
Model 1 is the simplest. It is composed only of a constant and the mean length of
sentences. Its R?, an index that shows prediction accuracy, is 0.787. Model 2 includes
the proportion of kango, words of Chinese origin, in addition to a constant and the mean
length of sentences, with its R* being 0.839. Having examined Models 3 to 5 in the
same token, the R?, the coefficient of determination, of each of the 5 models is plotted

as in Figure 2.
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Figure 2. Transition of the coefficient of determination
Among the five models, Model 5 was finally selected as it showed the highest
prediction accuracy. Based on this model, the following readability formula was

obtained.

Readability Formula for Japanese Language Education (R* = .896)

X = {mean length of sentence * -0.056} + {proportion of kango words * -0.126} + {proportion of wago
words * -0.042} + {proportion of number of verbs among all words * -0.145} + {proportion of number of
auxiliary verbs * -0.044 } + 11.724

The formula shows that three indices are especially effective when measuring the
readability level of Japanese text (for language education). First among them is the
mean length of sentence, as would be naturally expected. It is considered that this
indirectly reflects the degree of structural complexity of a sentence in the text passage.
Secondly, the proportions of kango and wago are effective. This is considered to be due
to the fact that many words of technical and/or abstract concepts tend to be realized as
kango, whereas most wago are considered more basic and fundamental. And thirdly, the
proportion of verbs and the proportion of auxiliary verbs are also effective. It is
assumed that these two indices reflect, again, the degree of structural complexity of the
text. For a more concrete example, our formula is applied to a sample text of the

lower-elementary level presented in 2.2 as follows:
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{8.56%-0.056}+{0.12%-0.126}+{0.83%-0.042}+{0.05*-0.145} +{0.22*-0.044} +11.724 = 6.08

The resulting score, 6.08, can be interpreted using a correspondence table as in
Table 6. It is within the range of 5.5 to 6.4, thus the text is interpreted as

lower-elementary.

Table 6. Levels and readability scores

Level Readability score range
Upper-advanced 05-1.4
Lower-advanced 1.5-24
Upper-intermediate 25-34
Lower-intermediate 35-44
Upper-elementary 45-54
Lower-elementary 55-64

There is a caveat. The resulting readability score could be smaller than 0.5, the
lower limit on the table, or larger than 6.4, the higher limit. When such a case arises,
then the text can be considered to have some characteristics that our formula cannot
properly deal with. For example, an extremely short text that includes many kango in
long sentences could produce a score less than 0.5. On the contrary, a text passage
having many wago in extremely short sentences could produce a score over 6.4. In any
case, such instances are rightfully considered exceptional when dealing with text for

Japanese reading education.

3.3. Verification results using test data

In this section, the results of verification using the test data introduced in 2.3 are
presented. The logic behind the procedure is this: If readability scores produced by
applying the formula to text from JLPT tests, which have been already leveled, predict
the text levels sufficiently correctly, then the formula is considered highly valid. The

resulting figures of this experiment are summarized in Table 7.
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Table 7. Cross tabulation of JLPT levels and levels estimated using the formula
Estimated readability level
Lower- Upper- Lower- Upper- Lower- Total
elem. elem. int. int. adv.
Num of passages 0 0 6 47 25 78
L1
% 0.0% 0.0% 7.7% 60.3% 32.1% 100.0%
Num of passages 0 1 19 44 2 66
L2
JLPT % 0.0% 1.5% 28.8% 66.7% 3.0% 100.0%
Level Num of passages 0 7 10 0 0 17
L3
% 0.0% 41.2% 58.8% 0.0% 0.0% 100.0%
Num of passages 5 6 0 0 0 11
L4
% 45.5% 54.5% 0.0% 0.0% 0.0% 100.0%
Num of passages 5 14 35 91 27 172
Total
% 2.9% 8.1% 20.3% 52.9% 15.7% 100.0%

Table 7 presents a cross tabulation of JLPT levels of the test data, on the one hand,
and the estimated readability levels calculated using the formula, on the other. Several
things can be noted here: 1) the reading passages in JLPT L1 are mostly estimated to be
of upper-intermediate or lower-advanced, 2) the reading passages in JLPT L2 are
mostly estimated to be lower-intermediate or upper-intermediate, 3) the reading
passages in JLPT L3 are exclusively estimated to be upper-elementary or
lower-intermediate, and 4) the reading passages in JLPT L4 are exclusively estimated to
be lower-elementary or upper-elementary.

Now let us examine the results of the same experiment in the form of numeral
scores, instead of discrete levels. Figure 3 represents the distribution of the scores in the
form of a box plot. The figure shows that the larger the JLPT level-number, the higher
the readability score estimated by our formula (Note that a larger JLPT level-number
represents a less advanced test level, and a higher readability score means the text in
question is relatively easy). One-way analysis of variance showed that the difference

among the four groups in terms of their mean numbers is statistically significant (F(3,
168) = 141.035, p <.001).
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Figure 3. Estimated readability levels of text in JLPT L1 to L4

Another important fact noted for Table 3 is about the overall tendency of the results.
According to the estimated levels worked out by the calculation using our formula,
while L1 and L2 show a relatively small gap between them, the gap between L2 and L3
is larger. It is also larger than the gap between L3 and L4. In fact, this conspicuous gap
between text passages of L2 and those of L3 has been known among people involved in
the test and has been addressed in the new version of JLPT that is divided into 5 levels.
The present experiment finally has attested to that.

In concluding this section, the estimated scores of text (and accordingly the levels)
obtained using our formula with the JLPT reading passages largely correspond to the
original JLPT text levels. This confirms the high reliability of the formula gained as a

result of the present research.

4 Web system implementation
4.1 Overview

As an attempt to utilize the output of our research presented so far, we developed a
web system that accepts Japanese text from the user and outputs estimated readability
scores and levels. The system is currently available at http://jreadability.net. We expect
the primary users will be practicing teachers of Japanese who need to prepare reading
materials for classes to match student levels. Our system also makes available several

features that will be helpful not only to teachers, but also learners.

18



There are existing systems available that do automatic readability assessment such
as those developed and introduced in Shibasaki and Hara (2010) and Sato (2011), but
they are built on corpora of textbooks written in Japanese for native speakers of
Japanese; their formulas consequently assess the readability of Japanese text on a scale
corresponding to Japanese school grades, and as such are not directly applicable to
selecting text for readers of Japanese as a foreign language. On the other hand, our
formula is built on leveled corpora of textbooks for learners of Japanese as a foreign
language. It is therefore expected to be easier to use for teachers and learners of

Japanese.

4.2 Basic system design

In order to calculate readability scores and levels from input text using our formula,
the system needs to first parse the text into words. Input text is split to sentences by the
full-stop symbol and then each of the sentences is further split to words. Since word
boundaries in Japanese text are not indicated by spaces, splitting sentences into words
requires an NLP tool called a morphological analyzer. To create a system that does this
job in the same fashion as when we dealt with corpus data to extract lexical information
in the process presented in 2.3, we adopted the same set of equipment, MeCab (0.996)
and UniDic (2.2.0). With these tools working on the backend, the system extracts five
numerical indices from the input text: 1) mean length of sentences, 2) proportion of
kango, 3) proportion of wago, 4) proportion of verbs, and 5) proportion of auxiliary

verbs. The system applies these values to our formula to obtain the readability score.

mBPSE‘EXﬁ%%E#’U%U&X?A YZAFLRIA  AEEN S<H3EM BRR BASHTERR

BFET ¥R FEANULTRT

BREAAHL DD TR LATWIEORHIERARSY., —AYSAFavOATIHEFRT2 70K, 1 DOOBIBUF 77 IU—/—I TEELE UL, ENEDHS
SEOEESERT, VBIEENLOENHTTY,

BREAIGEVER, #RT28ZTNHBVERBENTVEZAY S FaVOAIETCNHTMOBATVT, BUHOHYE. BIUBT 7 I U—/(—I5 HRO
EHBYEE &S ICHBERICRIENE U,
Z7IY—N—VIRSA23H. REVEBBRCEXLHNZIRRETIDOMISERENZRY T F 3 VDM @EIETRAEN, AIMESEIMDEHL TN
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ERUZ N EHD BEXROLLERE SEBEXEIVE (URS) m (o

Figure 4. Input form of online readability measurement system

Figure 4 is a screenshot of the text input form of this online system. The user inputs
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the text and presses the 21T (‘run’) button. The results are immediately presented as

shown in Figure 5.
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Figure 5. Sample results of readability measurement

Although the calculation of the readability score needs values for only five types of
variables as mentioned above, other types of data obtained as a result of the text

analysis using MeCab and UniDic are also presented. Among those are the total token
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number of words and the total type number of words of the input text, as well as the
frequency and distribution of vocabulary items of different levels, the frequency and
distribution of vocabulary items of different parts-of-speech, and the frequency and
distribution of vocabulary items of different types of origins (such as wago, kango, and

gairaigo) as shown in Figure 5.

4.3 Additional features

The statistics and graphs in Figure 5 are presented on the pane with a tab titled 7 5%
A MEH (‘Text Information’). There are two other tabs next to it, one of them being
T X A NFEA (‘Text Details’), and the other sE#E U A bk (‘Vocabulary List’).
Selecting 7 % A L FEHH, the user is presented with the input text with its component
sentences sequentially numbered and words highlighted with different colors according

to the vocabulary level as shown in Figure 6.

AYZAFALILDNWT THZMER FFZ N S PN
TR NFE
HERE (CSV: Shift-JIS) | #ERE (CSV : UTF-8)

X 12 XOFGER - 38.17

DEEY O DREE o +RE¥ 0 FREY o LR o EREE

# X

1 B A N PHT MOEA T WE E 0 /K KRR B B . SAY SA4Fav 0 AL B8 FEX T 2 7 B XH .
1 B 0o 08 » |U & 773U— N—2 T HE L £U K

2 B 2 9% S8 0 @8 F¥X T . 08 1 EFh £ 0 @& IHT TY .

3 B A ik BEW IR . BE 95 BFh N BW & Bl 2 h T WE DKy F/4F3v 0 AL @8 kK #HT BMOE

AT WT., BUT o BY E. BUH JrIV— N=2 H | ERX 0 LtF BYP B & &b I BF BR I
BE n xLU &£ .

4 Z7IU— =7 k£ E 58 2 3 H . R R & K8 B kK T3 %K & T 3 2 0 ¥ H5 W & h Kk
SRy S4Fav o B 5 @ b EURF h . AL Mk & €2 MOEHR N b h T & L £ .
5 5 2 0 B X FH 0 ME I KE L £ " AT X8 |/, T B S5n . ER H5 4 H & 0 2 7 B Fl
1 3 B 0 08 » BE L £ 0 & 773U— N—2 O 8BY # » BB L %LU & .
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nHT TY .
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B E B3> & 93 "RU 15 1, & WS TR N BE & h T Ws & WS Z& T . % 0 B o aft %
RE € BR¥> T W &9 o
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9 Bot ¥3 & AW I . Ch »5 » XE & O T . &5k & % 51&MY < T B & WS &¥E TY .
10 ZRY S4F3v O RE UL £ @8 K 28 T WS k& O HE K T &b . £ £ — H & EHHL =L «
5 & BU %LU £,
1 B8 £ 8Y ¥35 EO BA FE B T OB £ R £ BE B &£&TH ShiLdos k£
12 o % 1 BEE A . OB 0 £8F kK Eo T B 0 BE B BB L 0 T . ZZ % EOPhI L5 . #H 0 &
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Figure 6. Text details

The system has in its background a leveled vocabulary list for learners of Japanese
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that were produced by Sunakawa et al. (2012). The list consists of six sub-lists of
different levels (lower elementary, upper-elementary, lower-intermediate,
upper-intermediate, lower-advanced, upper-advanced).

A similar feature is already available in the reading support system Reading Tutor
(Kawamura 1999)"°. However, while Reading Tutor categorizes vocabulary according
to the 4 levels of the old version of JLPT, our system uses a more fine-grained six-level
vocabulary list, which is expected to be more easily applicable to actual learning
environments. Moreover, the system also includes a built-in dictionary with definitions
and example sentences. Inside our system, each of the words in the input text is checked
to see if it is included in one of the sub-lists of the leveled vocabulary list. If this is the
case, the word is highlighted with a color according to the level. When one of those
highlighted words is clicked, a pop-up window will appear showing dictionary
definitions and example sentences of the word, which were also provided as a product
of Sunakawa et al. (2012).

® HF H59v¥ao
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B Bl "EEOSELERIANEBELLESE,

B3 2HPEE. FLnboTesTERZZ L

B fl: RS- LAMEEOBEEDM U,

B#a: APEYLNESINET L
A fl: FROEERBRROEFEE KIS,

Figure 7. Pop-up window showing definitions and examples

The above features will be helpful for teachers of Japanese and also for learners.
Other features for learners implemented on the system include the text read-aloud with
synthesized voice. Once a readability measurement process has been finished, a
headphone-like little icon appears above the text input form if the web-browser being

used is natively capable of text read-aloud. Clicking on this icon will play read-aloud of

' http://language.tiu.ac.jp/index_e.html
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the input text in a synthesized voice''.

Our web system has some other features that may also be helpful to researchers of
Japanese as a foreign language, or Japanese linguistics in a broad sense. Once a
FEEE Y A N (‘Vocabulary List’)

tab appears. Clicking on the tab, the user will be presented with a list of all the words in

readability measurement process has been completed,

the input text as in Figure 8. The data are aggregated on their basic forms (e.g., Ht Y fi
i (‘work on’) is the basic form for variations such as Ht ¥ %7 or H Y #HA) and
include the following types of related information, by which the user can sort and

rearrange the data on their web-browser. These data are downloadable in the

comma-separated value (CSV) format.

Basic form v #At;
Pronunciation cUO A

Grammatical category BhEE-—Hik

(torikumu)
(torikumu)

(verb - general)

Surface form(s) YA  (torikun-)
Frequency (%) 2 (0. 44%)
EA M . .
Vocabulary level hikE¥  (upper-intermediate)
EYZRFLIEDNT FEANMER  FEANEE  ERUYRL
ERUZN
REE (CSV: Shift-UIs) | RRF (CSV : UTF-8)

FHERIR (GEN) @458 MRER¥ (REBH) @184
HERR 2317 B oy} HRATHARL  BHTEABI SMRTUAMIL | FETUNRI | BRLALTEAER
1 B hyvFav RP-EELE-—R 3 066 E&H () ikt
2 # ¥aw BRR-ZEN-—H& 3 066 #((3) iR
3 e #H BiA-1R88 16 349 HE(16)
4 nHT NIATF B 4 0.87 #MHT (4) R
5 MOAE RN BiE-—& 2 044  EDHEA Q) ik
6 T 7 BhiR-#MighEE 2 0.44 TQ©
7 w3 1 E)iR-FFE I TIAE 3 066 W33 MRATHE
8 B 7= RP-EERE-—R 2 044 E(@) MRATHE
9 [} J Bhia-EhEA 27 5.9 @D (27)
10 7 roRY FARE-— 1 022  #3(1) RERATH
1 PSS FYRY Zi-EEan-—% 1 0.22 KR (1) iR
12 55 FRY RE-HERE- YRR 1 022 E&() Rk
13 /] TV BREH-ZEN-—K 1 022  #(1) Rl
14 . e 23 502 . (3)

Figure 8. Vocabulary list (partial)

""" As of this writing, not many web-browsers support the Web Speech API, which our system
depends on for its read-aloud functionality. Currently, we have only tested this functionality on

Google Chrome, one of a few browsers that support the API.
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4.4 System limitations

The online system allows a user to measure the readability of Japanese text and also
offers many functions useful to educators, learners, and researchers of the language.
There are, however, some limitations that the user should note. Firstly, depending on
the nature of the input text, the system may not perfectly parse the text and break it into
individual words in the most appropriate way. The model data used to devise the
readability formula are mostly from textbooks of Japanese. The NLP tools are able to
analyze such text easily because it does not have many neologisms; it is mainly
composed of words that are well established in the language. The online-system we
developed, however, has to analyze whatever type of text that the user inputs.
Accordingly, the text could be of various types such as a piece of text written especially
for elementary learners using quite a limited number and variety of words, or a blog text
containing many newly-coined words and/or highly technical terms, which would be
difficult for the NLP tools to handle properly.

A second limitation has to do with the morphological analysis done using the NLP
tools. Normally, text in Japanese does not have intervening spaces to make the
boundaries of words visible. Morphemes are combined with each other forming larger
units, namely words. They are combined to each other with different strengths, making
the distinction between morphemes and words less clear. Thus there are a couple of
different ways in which the size of a word-unit is determined for Japanese text. We
adopted short-unit words (SUW) among other possible word-units such as long-unit
words (LUW) mainly because of the specifications of the NLP tools we used. With
SUW, a sequence such as BR5i“%4 (‘environment ministry’) is analyzed as two
individual words ER¥E (‘environment’) and % (‘ministry’) sequentially arranged
back-to-back. Some users might find it slightly unnatural since what is referred to by
this sequence of two morphemes is just one single concept, or institution. They may
prefer to have such a sequence treated as a single (compound) word, rather than as two
individual elements.

The latter limitation is, however, mostly at a presentation level, and it does not
significantly affect the readability measurement. It is possible that future enhancements
and improvements of the NLP tools will enable us to repeat the same set of procedures

as described in the present paper to devise a possibly better readability formula based on
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a different unit of words such as LUW. The current formula based on SUW nonetheless

has been proven effective as presented in Section 3.

5 Conclusion

This paper presented a method for measuring the readability of Japanese text
using leveled corpora. First, we built a set of six-level corpora using text data extracted
from textbooks of Japanese and National Diet meeting transcripts. We examined these
corpora both manually and statistically. Then a multiple regression analysis on the
results of these examinations was carried out. Among five models produced, we
selected the best one and used it to construct our readability formula. The formula was
tested using another set of leveled corpora built from 25 years of JLPT tests, and its
reliability was confirmed. Our readability assessment formula is original in that it is
build upon corpora of textbooks for learners of Japanese as a foreign language and thus
it is considered more usable to access the readability of text used to teach or learn
Japanese than other formulae developed on corpora of text written for native readers of
Japanese.

Moreover, we developed a web-based system using the formula to aid teachers of
Japanese in preparing reading materials that match the level of their students. The
system is also equipped with many reading-related functionalities that make it helpful
not only to teachers, but also learners. Text highlighting according to the fine-grained
six-level vocabulary list and pop-up dictionary with word definitions and example
sentences are among the functionalities developed especially having learners’
convenience in mind . Although a few limitations exist in this system, it is hoped that
the system will enable a wide range of people involved in Japanese language instruction

to benefit from the present research.
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T (Abstract in Japanese)
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